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  6  Foreword

Foreword

With digital networks 
connecting nations 
globally, the way we 
manage cyberspace 
shapes not only our 
security but also the very 
fabric of state-to-state 
relations. 

C
yberspace has emerged as a new arena for international 
relations — a new place where states interact, compete 

and, more importantly, co-operate. As states increasingly use 
information and communications technology (ICT) to advance their 
national interests, the risks of misunderstanding, miscalculation 
and even conflict continue to grow. Cyber threats do not respect 
national borders and a single incident can have immediate spillover 
effects, destabilizing entire regions. This is why it is essential for 
states to come together and build trust. 

Although the United Nations has been discussing issues related to 
state use of ICT since the late 1990s, the Organization for Secu-
rity and Co-operation in Europe (OSCE) was the first multilateral 
organization to implement practical measures to build confidence 
and trust in this domain. This achievement underscores the OSCE’s 
added value in cyber diplomacy: it translates broad international 
commitments into concrete actions. However, confidence-building 
measures (CBMs) only have value if states have the political will 
and capacity to implement them. CBM 15 on critical infrastructure 
protection is an area where political will is abundant.

In today’s increasingly interconnected world, the threat posed by 
malicious cyber activity continues to grow in scale, sophistication 
and impact. As societies become more digitally reliant, the ability to 
effectively detect, assess and respond to cyber incidents particu-
larly those targeting critical infrastructure — has become essential 
for both national and international security. 
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Recognizing this evolving landscape, the OSCE has taken a leading 
role in fostering co-operative approaches to cyber/ICT security. At 
the heart of this work lies the development and implementation of 
national cyber incident classification systems — a key tool for en-
hancing crisis response, ensuring co-ordinated action and promot-
ing transparency between states.

Classification systems enable national authorities to assess and 
prioritize cyber incidents based on severity, helping to allocate re-
sources efficiently and reduce the potential for cascading effects. 
Equally important, they provide a shared language that supports 
cross-border communication, contributing to the prevention of mis-
understanding, misattribution and escalation — core objectives of 
the OSCE’s cyber/ICT security CBMs.

This handbook highlights the OSCE’s sustained efforts to support 
participating States in designing, refining and operationalizing na-
tional incident classification systems. As cyber threats continue to 
evolve, so too must our collective resilience. We hope this docu-
ment serves as a practical resource for policymakers, technical ex-
perts and all stakeholders working to strengthen cybersecurity and 
protect critical infrastructure. Through collaboration and shared un-
derstanding, we move closer to a more secure, stable and co-oper-
ative cyber domain for all.

Alena Kupchyna
Co-ordinator of Activities to Address Transnational Threats
OSCE Secretariat
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Executive Summary

This handbook is intended to guide participating 
States of the Organization for Security and Co-
operation in Europe (OSCE) and other interested 
parties in developing and implementing a national 
cyber incident classification system. After an 
introduction and context-setting section explaining 
the benefits and challenges of cyber incident 
classification, the handbook divides the process of 
setting up a national system into six steps:

Step 1: Set the goals. This step explains the different goals states 
may pursue when developing a classification system, including: 
mitigating cyber incidents; national risk assessment; understanding 
the causes and consequences of cyber incidents; standardization 
between cyber and non-cyber incidents; and international co-or-
dination.

Step 2: Engage stakeholders. This step sets out how states can 
engage stakeholders at the start of the development process. As 
incident classification systems rely on the effective collection, anal-
ysis, assessment and communication of information (the “informa-
tion cycle”), states should identify key stakeholders and means of 
engagement for all elements of the cycle. 

Step 3: Establish reporting pathways. This step discusses how 
states can capture information on ongoing or potential cyber in-
cidents as quickly and reliably as possible. Actions include devel-
oping smooth regulatory mechanisms for incident reporting from 
critical infrastructure organizations as well as facilitating reporting 
from other sources.

→

→

→
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Step 4: Build on existing structures. This step emphasizes how 
most states already possess some ingredients for a cyber incident 
classification system, whether at sectoral levels or through anal-
ogous risk assessment functions for other areas. Consequently, 
states should build on these structures wherever possible to ensure 
a sound legal and policy basis for their system.

Step 5: Implement the system. This step emphasizes that suc-
cessful implementation depends on thorough testing of all ele-
ments and a phased introduction that allows for adjustments based 
on early-phase feedback in. A crucial component of this testing is 
scenario-based exercises, which bring all relevant stakeholders to-
gether to work through challenges or issues.

Step 6: Refine the system. This step highlights how a cyber inci-
dent classification system is fundamentally an iterative process, 
with incremental improvements over time in pursuit of a state’s stra-
tegic goals. Refining the system requires retaining people with the 
necessary skills and expertise, as well as cultivating increasingly 
productive relationships among stakeholders.

To illustrate the principles outlined in this handbook, we use the ex-
amples of two fictitious states representing different approaches to 
cyber incident classification. State A has a centralized governance 
model, driven by a top-down approach with clearly defined securi-
ty priorities, while State B is more federalized, with decision-mak-
ing powers in many areas delegated to regional provinces. While 
these examples are fictitious, the description of their approaches 
is informed by observations of existing cyber incident classification 
practices.

→

→

→
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Introduction

Over the preceding 
decades, cyber 
incidents have grown 
in scale, frequency and 
complexity.  They now 
frequently threaten 
critical infrastructure 
at national and regional 
levels, and cause 
significant financial 
and societal harm, from 
economic disruption, data 
deletion and extortion, 
as well as other forms 
of fraud and national 
security threats.

G
iven this rise in severity, cyber incidents have gone from being 
purely a matter for technical authorities and sectoral entities 

to requiring a multi-stakeholder response, incorporating public 
and private sector actors to mobilize sufficient technical and 
organizational capacities for incident response and recovery. 

A national cyber incident classification system (NCICS) is neces-
sary to support this multi-stakeholder response, bringing together 
all government actors and clarifying their capacity and mandate to 
intervene in private sector activities in case of a severe cyber in-
cident. Classification schemes, however, do not only provide the 
basis for cross-government co-ordination, they also communicate 
an informed risk perspective to other stakeholders and the general 
public, nationally and internationally. In this way, national cyber in-
cident classification schemes can contribute to appropriate under-
standing and response to cyber threats. In situations where such 
threats can potentially emanate from other states, a well-designed 
and implemented national classification scheme can contribute to 
de-escalation and peaceful interstate relations.

This handbook provides guidance to OSCE participating States for 
the development of national cyber incident classification systems. It 
builds on a previous OSCE report on Cyber Incident Classification: 
A Report on Emerging Practices within the OSCE region.1 It draws 
on the contents of that report to outline the rationale and good prac-
tices for cyber incident classification among OSCE participating 
States, as well as the usefulness of such a system in building global 
cybersecurity capacity. 

1	 OSCE. ‘Cyber Incident Classification: A Report on Emerging Practices 
within the OSCE Region’. Accessed 22 April 2025. https://www.osce.org/
secretariat/530293.

https://www.osce.org/secretariat/530293
https://www.osce.org/secretariat/530293
https://www.osce.org/secretariat/530293
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The handbook is the final deliverable of the extra-budgetary proj-
ect on “Facilitation of the development and implementation of na-
tional cyber incident severity scales (NCISS) and related measures 
to protect critical infrastructures”. Through this project the OSCE 
Secretariat supported participating States in raising the implemen-
tation rate of the CBMs and therefore enhancing States’ capacities 
to deal with significant cyber incidents in an effective way by pro-
viding support in developing national cyber incident classification 
systems.

How to use this handbook
Readers are advised to begin with the second section on benefits 
and challenges of cyber incident classification to obtain an over-
view of why and how states do incident classification, and the main 
obstacles involved.

Following this general section, the handbook is organized as a step-
by-step guide, discussing in turn the six key steps that states can 
take to develop a cyber incident classification system listed in the 
executive summary above. These steps are presented in a logical 
order, providing an ideal sequence for a state to follow when creat-
ing a cyber incident classification system from scratch. For readers 
in states looking to establish a new system or generally wishing to 
learn about national cyber incident classification, the steps should 
simply be read in ascending order.

There might also be readers from states that have already taken 
some of the steps without following this step-by-step path. In such 
cases, we recommend that readers begin with the step that most 
closely relates to their current task or concerns; for example, en-
gaging stakeholders or developing reporting pathways. 
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Those readers can then expand out forwards or backwards from 
that step as required, or skip steps that are not relevant. In general, 
we recommend that all readers visit the section on the “information 
cycle” in Step 1, because this cycle is at the core of all incident clas-
sification systems.

Illustrative example
To illustrate the principles outlined in this handbook, we use the ex-
amples of two fictitious states representing different approaches 
to cyber incident classification. While these examples are fictitious, 
the description of their approaches is informed by observations 
of existing cyber incident classification practices. Importantly, no 
value judgements are implied regarding the fictitious states or the 
relative merits of their respective approaches. Cyber incident clas-
sification systems vary according to national contexts.

These two fictitious states appear at the end of each step of the 
handbook, with a short vignette explaining how each state put that 
step into practice, what they did and why, as well as some of the 
impacts of their actions. These vignettes can be read as an illus-
trative part of each step to enhance understanding. They can also 
be read separately, after the main steps have been processed, as 
a benchmark for actual state contexts, or skipped altogether if the 
reader feels their state context diverges sufficiently to make these 
examples irrelevant.

State A

State A has a centralized governance model, driven by a top-down 
approach with clearly defined security priorities. The National Cy-
bersecurity Centre, located within a Department for National Secu-
rity, has significant regulatory authority over critical infrastructure 
operators. State A’s National Cybersecurity Centre serves as the 
primary point of contact for all cybersecurity matters affecting na-
tional security.
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In State A, existing non-cyber crisis management schemes are de-
signed to provide a comprehensive risk overview for various se-
curity and emergency authorities, as well as national intelligence 
services. State A wishes to take the same approach to cyber inci-
dent classification, reflecting national risks and aligning with oth-
er environmental and political risk assessment structures. Overall, 
State A’s approach is very inward focused, prioritizing internal risk 
assessment over external stakeholder relations.

State B

State B is more federalized, with decision-making powers in many 
areas delegated to regional provinces. Consequently, State B plac-
es a lot of responsibility for cybersecurity on critical infrastructure 
operators themselves. The National Cybersecurity Centre, situated 
in the Department of the Interior, sees itself as an enabler rather 
than enforcer, bridging gaps where individual responsibility is insuf-
ficient, and it tries to empower its constituents. It fosters collabora-
tion and acts as a liaison with other government agencies, such as 
the security or intelligence services.

State B’s National Cybersecurity Centre wants to use a national cy-
ber incident classification system to produce comprehensive risk 
profiles to share with its constituents, enabling them to take appro-
priate measures. This bottom-up approach does not imply a ‘lais-
sez-faire’ attitude. On the contrary, critical infrastructure operators 
are required to collaborate with the National Cybersecurity Centre, 
with financial penalties for noncompliance. Overall, in contrast to 
State A, State B’s approach is primarily outward focused, prioritizing 
external stakeholders over a coherent cross-government perspec-
tive on cyber risk.
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Benefits and challenges of 
cyber incident classification

In January 2022, the 
OSCE began analyzing 
emerging practices 
in cyber incident 
classification amongst 
OSCE participating 
States, as well as 
identifying their interests 
and needs in this area. 

T
he resulting report drew from the results of two surveys and 
documentation provided by participating States.2 In addition 

to serving as important input for further exchanges between 
participating States on the topic, the report highlights a range of 
approaches and practices that can serve as guidance for states 
and other relevant stakeholders on cyber incident classification.

The report argues that all OSCE participating States could bene-
fit from developing a national cyber incident classification system 
to support national crisis management and incident response pro-
cesses. Such a system provides a routine and consistent mech-
anism that can be used to objectively assess and prioritize cyber 
incidents in the national context, in a timely manner, and to identify 

gaps in existing defenses. It also informs national decision-mak-
ing, including at strategic and political levels. Therefore, 

the system helps states to quickly communicate the 
nature of an incident and streamline procedures 

for moving from the identification of an incident 
to its handling and eventual resolution, while 
minimizing disruption to network operations. 
In this way, a cyber incident classification 
system is an important aspect of participat-
ing States’ capacity to advance the OSCE 
confidence-building measures on Cyber/ICT 
security (Figure 1).

Figure 1: OSCE CBMs “round” figure

Many OSCE participating States have recognized the 
need for a cyber incident classification system (Table 1).

2	 OSCE. ‘Cyber Incident Classification: A Report on Emerging Practices 
within the OSCE Region’. Accessed 22 April 2025. https://www.osce.org/
secretariat/530293.

https://www.osce.org/secretariat/530293
https://www.osce.org/secretariat/530293
https://www.osce.org/secretariat/530293
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OSCE regions (number of 
participating States in each region)

Number of participating States with or planning 
a cyber incident classification system

Central Asia  5 1

South Caucasus 3 0

Eastern Europe 4 2

European Union 27 23

North America 2 2

South-Eastern Europe 6 5

Western Europe 10 2

Table 1: 	National cyber incident classification system in OSCE 
participating States

While some OSCE participating States have had a cyber  incident classifica-
tion system in place for over two decades, most established them after 2015. 
Many of these classification systems and enabling legislative or regulatory 
instruments are publicly available online. Some participating States that do 
not currently have a system in place but plan to establish one in the near 
future. 

Examples of existing classifications of cyber incidents, as used by France 
and the United States of America, are provided in Annex 2.

However, the report also notes that OSCE participating States have taken dif-
ferent approaches to cyber incident classification, identifying several chal-
lenges they faced in developing such a system related to design, implemen-
tation and maintenance, as follows.
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Design
	■ Objectivity: A national cyber incident classi-
fication system cuts across the interests and 
mandates of multiple state entities, as well as 
private sector and non-governmental orga-
nizations. Consequently, states should aim 
to secure the support of all key stakeholders 
in the design of the system, which includes 
ensuring that all parties are confident enough 
that the assessment process will be fair and 
objective.

	■ Applicability: A national cyber incident clas-
sification system must meaningfully combine 
multiple sectoral contexts, comparing dispa-
rate practices and perspectives across critical 
infrastructure sectors to produce severity and 
risk assessments that apply equally well to all 
of these sectors. 

Implementation: 
	■ Reporting requirements: The primary objective 
should be to establish a solid legal, regulatory 
and policy foundation for reporting incidents 
and other notifications, along with the appro-
priate incentives. Without this foundation, an 
incident classification system may appear 
functional on paper but fail to encourage key 
actors to contribute effectively during real 
incidents.

	■ Reporting thresholds: Another common chal-
lenge is that key stakeholders are unaware of 
or do not understand national cyber incident 
classification system reporting and notification 
thresholds. Even when reporting require-
ments are in place, states must educate key 
stakeholders on threshold interpretation and 
associated actions.

Maintenance:
	■ Retaining knowledge and expertise: A na-
tional cyber incident classification system is 
an iterative process by nature because the 
categorization and prioritization of incidents 
will change over time and in different contexts. 
Sustaining this iterative refinement is chal-
lenging, especially when qualified and experi-
enced personnel may leave or change roles. 

Given these challenges — among others — the 
following sections of the handbook outline six 
key steps to support OSCE participating States 
in developing a cyber incident classification sys-
tem. While the steps follow a similar path through 
design, implementation and maintenance, they 
do not address the challenges specifically. 
Rather, each step focuses on the most relevant 
challenges.
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Step

01
Set the goals
Beyond the overall rationales outlined in the introduction 
and the previous section, states can develop their national 
cyber incident classification system for a variety of specific 
purposes. Without identifying these goals, however, the 
system is unlikely to be effective. Therefore, the first step 
states should take is to clearly set out the primary goals of 
their national cyber incident classification system.

T
his section introduces the five most common goals of national cyber 
incident classification. Most states will develop an incident classification 

system with at least one of these goals in mind. However, this list is neither 
mandatory nor exhaustive. It is not mandatory, as not all states will seek to 
achieve all the purposes discussed here, and may omit some, depending on 
their wider cybersecurity strategy, and national and regional political context. 
It is not exhaustive because states may seek to achieve other objectives 
through cyber incident classification, which may also influence the design 
and implementation of their systems.
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The key message of this section is that states should have specific goals 
in mind when developing an incident classification system, which need to 
be outlined and prioritized at the start of the process. Only then can states 
engage relevant stakeholders (Step 2) to develop the system — which may, 
of course, involve revisiting the objectives of the system to ensure sufficient 
alignment with the overall vision.

KEY ACTIONS

ߥ	 Decide which national cyber incident classification system 
goals are relevant to a specific state. Use the following list as a 
starting point, then think of additional goals that are specifically 
relevant to your state.

ߥ	 Differentiate between essential and desirable goals. This 
enables states to determine which are the core goals for their 
national cyber incident classification system.

ߥ	 Arrange both essential and desirable goals. In the event of a 
trade-off or conflict between different goals, this order of priority 
enables states to find an appropriate solution.

ߥ	 Ensure that the information-sharing cycle meets all goals of the 
national cyber incident classification system; if not, amend the 
cycle to fit the goals. 

Goal 1: 	mitigation of cyber incidents by enabling quick allocation of 
responsibility and action 

The impact of many cyber incidents is mitigated by actors outside state 
structures, for example, corporate cybersecurity personnel, private sector 
security researchers or civil society organizations.3 

3	 See e.g. J. Kariuki, The UK will work with international partners to dismantle the cyber 
criminal ecosystem: Statement by Ambassador James Kariuki, UK Deputy Permanent 
Representative to the UN, at the UN Security Council (London: UK HMG, 2024), 
https://www.gov.uk/government/speeches/the-uk-will-work-with-international-
partners-to-dismantle-the-cyber-criminal-ecosystem-uk-statement-at-the-un-
security-council 

https://www.gov.uk/government/speeches/the-uk-will-work-with-international-partners-to-dismantle-the-cyber-criminal-ecosystem-uk-statement-at-the-un-security-council
https://www.gov.uk/government/speeches/the-uk-will-work-with-international-partners-to-dismantle-the-cyber-criminal-ecosystem-uk-statement-at-the-un-security-council
https://www.gov.uk/government/speeches/the-uk-will-work-with-international-partners-to-dismantle-the-cyber-criminal-ecosystem-uk-statement-at-the-un-security-council
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Decisions by these actors are crucial, because successful mitigation of-
ten depends on front-line actors outside the state taking difficult decisions 
quickly, for example, segregating networks, disconnecting devices, sus-
pending services and so on.

However, most cyber incidents of significant severity require intervention by 
national governments, at minimum to co-ordinate the actions of others and, 
in some cases, to step in at technical levels to assist in mitigation. A national 
cyber incident classification system enables states to mitigate national-level 
cyber incidents by allowing them to decide when to intervene, most obvious-
ly by deciding what counts as a national-level cyber incident. It also helps 
them to allocate responsibility to specific state entities and to pre-approve 
certain actions for particular classification levels. This enables state entities 
to know both who is responsible for acting and how they can act immediate-
ly, increasing the likelihood of swift and effective mitigation.

Goal 2: 	contribution to ongoing risk assessment including 
escalation, spread and recurrence

All serious incidents, including cyber ones, do not have clear-cut boundaries. 
Their effects unfold in complex sequences and spread over internal bound-
aries and international borders. Therefore, in addition to immediate mitiga-
tion, states must simultaneously make risk assessment decisions about the 
potential for further impacts, including: 

	■ vertical escalation (to higher priority victims)

	■ horizontal spread (to other entities and states)

	■ recurrence (repeatedly compromising the same entities) 

These risk assessments require an understanding of the threat actor, or 
“threat intelligence”, and how their motivations and characteristics may 
lead to these different kinds of further impacts.4

4	 ISO, What is threat intelligence? (Geneva: International Standards Organization, n.d.), 
https://www.iso.org/information-security/threat-intelligence 

https://www.iso.org/information-security/threat-intelligence
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An example of such a national risk assessment is the “risk radar” system 
used in Switzerland (Figure 2 below).5 

Figure 2:	Sample risk radar used by the National Cyber Security Centre 
of Switzerland (ncsc.ch)

5	 A risk radar is a methodology and tool used for identifying, managing, and analyzing 
risks within an organization. It provides a comprehensive view of an organization’s 
risk profile, enabling better prioritization and action planning to mitigate potential 
threats. See e.g. L.F.C. Sperb and A. Marshall, The Risk Radar and the View of Risk 
(Southampton: Centre for Risk Research, Southampton Business School, University 
of Southampton, 2022). For a cyber-specific example, see Swisscom, Cybersecurity 
Threat Radar 2025: Cyber Resilience Despite Geopolitical Challenges (Bern: Swisscom, 
2025), https://www.swisscom.ch/en/about/news/2025/04/29-cybersecurity-
threat-radar.html
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Therefore, a second goal of a national cyber incident classification system is 
to contribute to state and organizational risk assessments regarding future 
incidents or the activities of specific threat actors, helping them to prepare 
for and become more resilient against such threats, as well as acting to miti-
gate a specific incident (Goal 1).

Goal 3:	 greater national understanding of the causes of cyber 
incidents

While threat intelligence is important for risk assessment, many cyber inci-
dents do not result from high-profile or sophisticated threat actors, rather, 
they result from accidental errors or technological failures. For example, data 
breaches with significant implications for national security can result from 
human error rather than adversarial compromise. Even incidents caused by 
malicious action are often enabled by standard security weaknesses with 
known solutions and clear recovery paths.

Therefore, it is useful for states to develop a national understanding of the 
causes and impacts of different kinds of cyber incidents. This understanding 
is distinct from both mitigation and risk assessment, as it helps states to de-
velop actor-agnostic policies and practices to enhance cybersecurity across 
critical infrastructure and other sectors.

A national cyber incident classification system can contribute to this goal 
by cataloguing the most frequent types of incidents over a long period of 
time, as well as which attack vectors or vulnerabilities are involved in the 
most severe or impactful incidents. This understanding can either draw on 
direct incident reporting to the state (e.g., from critical infrastructure oper-
ators), or on aggregate reporting fed to state assessment bodies indirectly 
(e.g., by sectoral cybersecurity associations or regulators). Unlike the goals 
of mitigation or risk assessment above, this casual analysis can take place 
in slower time, with an emphasis on the rigour and reliability of the findings 
rather than swift action.
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Goal 4:	Standardization between and integration of cyber and non-
cyber incidents

Nearly all states already have non-cyber crisis management and risk assess-
ment structures in place for natural disasters, such as avalanches, earth-
quakes, floods and wildfires, as well as human-contributed crises, such as 
disease outbreaks and pandemics. Since crisis management officials may 
be less familiar with cyber incidents than with other kinds of events, one 
goal of a national cyber incident classification system could be to standard-
ize responses to cyber and non-cyber events. This would contribute to the 
effective governance of and response to multiple independent crises since 
impact levels could be measured according to similar standards.

However, many incidents posing national-level risks are likely to be a mixture 
of cyber and non-cyber elements. For example, a cyber attack against a ma-
jor supermarket chain occurring during a drought and an economic shock 
affecting the grocery sector. These three factors would combine to limit the 
availability of fresh produce in stores nationwide. 

In such cases, standardizing cyber and non-cyber systems similar thresh-
olds and categories is not sufficient. Instead, cyber incidents should be inte-
grated into broader crisis management systems to enable effective respons-
es to incidents with both cyber and non-cyber elements. This integration 
could have a range of potential modalities, from a joint task force to working 
groups aiming to align incident classification systems across sectors and 
identify how they can connect. These modalities are discussed in more detail 
in Step 2 on stakeholder engagement.
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Goal 5:	 International co-operation including sharing national 
approaches to cyber incident classification

Due to the cross-border nature of cyber incidents, another goal of a national 
cyber incident classification system could be to facilitate bilateral or multi-
lateral co-ordination of incident response. While such co-ordination will de-
pend on wider multilateral relationships, developing and exchanging incident 
classification systems can help foster a shared language and terminology.

The information-sharing cycle

Information-sharing is at the heart of national cyber incident classification, 
because the purpose of such a system is to enable states to categorize 
cyber incidents according to a set of thresholds or similar criteria using all 
available information. This section only discusses information-sharing at a 
national level, as there are additional complexities when considering infor-
mation-sharing at the international level. At the national level, it includes both 
information-sharing between government entities, and between govern-
ment entities and non-government actors (discussed fur-
ther in Step 2 below).

Information-sharing includes technical infor-
mation about specific incidents, as well as 
strategic or contextual information about 
threat actors, vulnerabilities, or other 
trends (discussed further in Step 3). 
Information-sharing processes are 
typically represented as a cycle, as 
shown in Figure 3 below.6

Figure 3:	The information-sharing 
cycle

6	  For an introduction, see World Economic Forum, Cyber Information Sharing: Building 
Collective Security (Geneva: WEF, 2020), https://www3.weforum.org/docs/WEF_
Cyber_Information_Sharing_2020.pdf 

PROCESS 
MANAGEMENT

COLLECTION ANALYSIS

PROVISION ASSESSMENT

COMMUNICATION

https://www3.weforum.org/docs/WEF_Cyber_Information_Sharing_2020.pdf
https://www3.weforum.org/docs/WEF_Cyber_Information_Sharing_2020.pdf
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Although most cybersecurity practitioners rec-
ognize the value of information-sharing, it can 
be limited due to a lack of trust between entities 
and/or restrictions on disseminating and handling 
information. For example, restrictions may be im-
posed by cybersecurity industry standards such 
as the Traffic Light Protocol (TLP).7 While such 
restrictions must be respected — as demonstrat-
ed respect and the correct application of such 
restrictions contributes to the trust relationships 
that enable information-sharing — a national in-
formation-sharing community, like one around 
a national incident classification system, must 
overcome these obstacles. Step 3 below there-
fore discusses introducing suitable incentives for 
information-sharing.

Setting aside the obstacles to information-shar-
ing, categorization through a national classifi-
cation system enables further collection, anal-
ysis and assessment, as well as various actions 
based on the rapid communication of this cate-
gorization (discussed in the five common goals 
above). The cyclical nature of the above model 
implies that communication leads to further pro-
vision, thus starting the cycle again. 

7	 First.org (2022), Traffic Light Protocol Version 2.0, 
https://www.first.org/tlp/ 

As we stress throughout this handbook, a na-
tional cyber incident classification system is an 
iterative process both within the classification of 
a specific incident, and in implementation and re-
finement of the system overall. This cycle model 
reflects that iterative approach.

Additionally, it is important to align the above 
information-sharing cycle with the goals of the 
national cyber incident classification system as 
identified in Step 1. If the information-sharing cy-
cle does not accurately represent key goals for 
the national cyber incident classification system, 
states should modify it according to those goals 
and complete the stakeholder identification pro-
cess discussed here for each element of their 
modified cycle. For example, a national cyber 
incident classification system focused on stan-
dardizing cyber and non-cyber processes (Goal 
4) may include an additional step between anal-
ysis and assessment, rather than integrating into 
these steps.

http://first.org
https://www.first.org/tlp/
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Recommendations from 
the good practice report

Three recommendations from the previous report 
are relevant to this section and will support states 
with selecting and prioritizing the various goals 
discussed here.

�

CYBER 
INCIDENT 
CLASSIFICATION 
A Report on Emerging Practices 
within the OSCE region

1.	 “The purpose of a NCICS is to generate a clear picture of the cyber threat 
landscape…” (Goal 3) “…and ensure a prompt response to cyber/ICT 
incidents and minimize the damage they cause.” (Goal 1) “A NCICS sup-
ports national crisis management by providing a routine and consistent 
mechanism to objectively assess the risk of a cyber incident in the national 
context…” (Goal 2) “…in a timely manner, and detect possible gaps in existing 
defences.”

8.	 “A standard approach to categorizing and prioritizing cyber incidents in 
accordance with their severity and scale is important for diagnosing an 
incident and relating the importance of the incident to its impact on a 
specific institution, entity or sector and its urgency, relative to the timing of 
the incident.” (Goal 4) “Categorization speeds up the process of incident 
classification and creates greater efficiency within the process flow…” (Goal 
1) “…while priority assignment can help ensure a common lexicon when an 
incident is being discussed, help determine urgency, incident response and 
reporting requirements, as well as recommendations for leadership engage-
ment.” (Goal 2) “Incident priority designation can help ensure a common 
lexicon when an incident is being discussed. It also helps determine urgency, 
incident response and reporting requirements, as well as recommendations 
for leadership engagement.”

13.	“Sharing national approaches to classifying ICT incidents in terms of the 
scale and seriousness of the incident with other States can contribute to 
building confidence between States and help avoid potential misunderstand-
ings that may emerge around cyber incidents and related response mea-
sures, thus contributing to regional and international security and stability.” 
(Goal 5).

https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=15
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=25
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=39
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Illustrative example

State A

Given State A’s focus is on internal government communication with 
senior decision-makers, the incident classification system has two 
main goals, in order of priority: 

1	Is there an emergency requiring an immediate response?

2	What is the overall risk level compared to other risks?

The classification system should enable the National Cybersecu-
rity Centre to quickly decide whether and where to intervene. To 
this end, the primary goal of the classification system is to provide 
sufficient information for these decisions. Consequently, State A 
decides to narrow the scope of the classification system, includ-
ing only incidents affecting critical infrastructure in its main deci-
sion-making structures. 

To conduct an overall risk assessment, State A also needs to be 
aware of the ‘background noise’, i.e. the sum of smaller, non-critical 
incidents that may affect critical infrastructure. However, this back-
ground noise, is a secondary priority to the immediate response, 
therefore State A decides to implement a less stringent data collec-
tion process for non-critical infrastructure incidents.

Two states have created 
a National Cybersecurity 
Strategy that includes the 
development of a national 
incident classification 
system as a core element. 
In each state, the goals of 
the classification system 
flow from the broader 
national strategy goals.
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State B

Given that State B emphasizes enabling and empowering other ac-
tors as well as taking action itself, it has identified very similar aims 
but placed them in the reverse order of priority: 

1	What cyber incidents are occurring within critical 
infrastructure and the wider economy?

2	Are there any incidents requiring intervention by the 
National Computer Security Incident Response Team 
(CSIRT)?

To answer the first question, the incident classification system in 
State B must incorporate all nationwide incidents to a certain de-
gree and with greater precision and timeliness than State A’s sys-
tem. However, this wider scope comes with a trade-off, as reporting 
structures accommodating all kinds of organizations cannot aim for 
the same level of detail and reliability as would be expected of crit-
ical infrastructure operators. Therefore, State B has developed a 
two-tier system in which incident reporting is mandatory for critical 
infrastructure operators and voluntary for all others, including the 
general public.
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Engage stakeholders
O nce a state has defined the goals of their cyber incident 
classification system, the next step is to engage all relevant 
stakeholders. Involving a wide range of stakeholders is 
generally valuable as they bring expertise and authority 
from across different sectors together, offering contrasting 
perspectives that contribute to utility and legitimacy. 

F
or cybersecurity information-sharing in particular, many key sources of 
information lie in the private sector or civil society, and involving 

these stakeholders helps states be aware of all relevant incidents and 
make accurate assessments of those incidents. Since information-sharing 
is central to cyber incident classification, this section focuses on how to 
identify and connect stakeholders for optimal information-sharing, as well as 
modalities for stakeholder engagement.
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KEY ACTIONS

ߥ	 Nominate a lead authority from within government for each 
element of the information-sharing cycle, including for the 
overall management of the cycle

ߥ	 Identify all other stakeholders for each element across 
public and private sectors

ߥ	 Define the relationships between stakeholders for each 
element

The first task of stakeholder engagement is to 
nominate a lead authority for each stage of the 
information-sharing cycle, including its overall 
management, which should be a government 
entity. It is likely to be the national cybersecurity 
authority or centre, which naturally hosts/houses 
the national cyber incident classification system 
and is therefore well positioned to manage the in-
formation-sharing cycle overall and its individual 
elements. Such an entity is also likely to contain 
the national CSIRT, which fulfills key functions 
within the information-sharing cycle. 

However, depending on their national gover-
nance structure, states may choose to nominate 
other government entities to lead specific ele-
ments of the cycle. For example, sectoral regu-
lators can work closely with critical infrastructure 
entities to collect information according to sec-
toral regulation and policy, and therefore may be 

better suited to co-ordinate the provision and/or 
collection elements of the cycle. This option adds 
an extra step, as the national authority would 
then become an indirect recipient of (potentially 
redacted or aggregated) information from sec-
toral regulators. While this arrangement could 
create efficiencies by eliminating the need for the 
national authority to possess the sector-specific 
expertise required to assess detailed information 
from all sectors, it could also lead to longer lead 
times for assessment. This is because the nation-
al authority may need to communicate individu-
ally with multiple sectoral entities to ensure it has 
all relevant information.

Another example is choosing a security or intelli-
gence agency to lead the analysis and/or assess-
ment elements of the information-sharing cycle. 
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Since these elements may draw on sensitive 
sources of information to complement those pro-
vided by critical infrastructure operators or open 
sources, a security or intelligence agency may 
be a good candidate to lead on these elements. 
In such a scenario, however, that agency might 
need to adjust its internal culture to facilitate 
effective communication about these sources 
within and outside the government. Alternatively, 
the agency could second individuals to the na-
tional cybersecurity centre to provide intelligence 
to the classification process.

Regardless of which government entity is select-
ed to lead each element, states should specify 
responsibilities within that entity, even at the 
team and individual analyst levels. For example, 
if the national cybersecurity agency is designat-

ed as lead authority for analysis, which team will 
analyze the information from a particular critical 
infrastructure sector? Do they have the neces-
sary knowledge to provide an informed assess-
ment? How is this team structured to work with 
and learn from sector-specific bodies, such as 
regulators? How do they recruit and retain rel-
evant expertise? Asking such questions will not 
only help locate key individuals and teams, but 
also help clarify the underlying logic behind state 
allocation of lead authorities for each element.

After the government entity that will act as lead 
authority for each element of the cycle is nom-
inated, the next task is to identify all the other 
relevant stakeholders for each element (as pre-
sented in Figure 4). 

PROCESS MONITORING Lead

Cycle  
step Provision Collection Analysis Assessment Communication

Lead Lead Lead Lead Lead Lead

Other 
stake-

holders

1 (role) 1 (role) 1 (role) 1 (role) 1 (role)

2 (role) 2 (role) 2 (role) 2 (role) 2 (role)

3 (role) 3 (role) 3 (role) 3 (role) 3 (role)

4 (role) 4 (role) 4 (role) 4 (role) 4 (role)

Figure 4: Stakeholder identification for each element of the information cycle
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The appropriate method for identifying stake-
holders will vary according to the domestic po-
litical context. States should select the method 
that best suits the desired stakeholder input and 
existing stakeholder engagement practices. 

On one end of the spectrum, states may conduct 
consultations based on proposed principles or 
standard operating procedures (SOP) with mini-
mal ongoing relationship-building and maximized 
openness and transparency. Such consultations 
should have clear and feasible deadlines for re-
sponses, open response submission and publi-
cation of replies to those responses. To ensure 
a wide range of submissions, states should also 
advertise the consultation in relevant forums and 
via suitable channels (e.g. social media).

On the other end of the spectrum, states may 
select individuals to serve on an advisory board, 
participate in workshops or join focus groups to 
provide advice on the overall system or particular 
aspects of it. Depending on the selection process 
for participation and the extent of public access 
to reports about group deliberations or activities, 
this approach may be less open and transparent. 
However, it provides states with the opportunity 
to develop trusted relationships with represen-
tatives of the private sector and civil society, al-

lowing them to intervene at a more detailed level 
via ongoing dialogue, with potentially more useful 
input as a result.

Some of the relevant stakeholders will be obvious 
across all modalities of stakeholder engagement, 
for example, critical infrastructure operators. 
However, states should also aim to identify ad-
ditional stakeholders beyond the obvious ones. 
For example, do specific cybersecurity compa-
nies provide threat intelligence feeds to multiple 
critical infrastructure operators? Do operators in 
a specific sector all use the same intrusion de-
tection system/intrusion prevention system (IDS/
IPS)? If so, then those commercial actors could 
be key stakeholders for information provision — 
if, as discussed in the following section, states 
can develop an appropriate legal and contractual 
basis for sharing client information.

The following table (Table 2) provides a list of 
sample non-government stakeholders in a na-
tional cyber incident classification system, 
across all elements of the information-sharing 
cycle. This list is not exhaustive but designed to 
give readers a sense of the breadth of potential 
stakeholder engagement needed for a compre-
hensive incident classification system.
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Stakeholder Sector (public/private/other) Likely role in cycle elements

Critical infrastructure operators Public/private Provision, Collection

Threat intelligence vendors Private Provision, Analysis

Cybersecurity product/service 
vendors Private Provision

Incident responders Public/private Collection, Analysis, 
Assessment

IT/OT product/service vendors Private Provision

Business service providers 
(e.g. HR) Private Provision

Legal services Private Provision, Assessment, 
Communication

Security researchers Private/Other Provision, Collection, Analysis, 
Assessment

Media organizations Private/Other Communication

Academia (e.g. university 
research departments) Other Provision, Analysis, 

Assessment, Communication

Civil society organizations (e.g. 
think tanks) Other Assessment, Communication

Individual citizens Other Provision

Table 2: Sample non-government stakeholder list

When identifying stakeholders, states should be 
aware of potential overlaps and duplication of 
roles and responsibilities among stakeholders 
for each element, as indicated in the above ta-
ble. Such overlaps are not necessarily negative, 
as they can indicate helpful redundancy in the 
system. However, the lead authority for each ele-
ment should be prepared to co-ordinate between 
stakeholders whose roles overlap to ensure the 
cycle flows smoothly.

Finally, it is important to note that stakeholders, 
especially those from the private sector or civil 
society, could provide expert or alternative per-
spectives on the overall objectives of the sys-
tem, as well as contribute to effective informa-
tion-sharing. If so, Step 2 can be approached 
iteratively with Step 1 above: set goals, test those 
goals with selected stakeholders, adjust them, 
test again, etc. 
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Recommendations from 
the good practice report

This step of the handbook is connected to 
the following report recommendations:

�

CYBER 
INCIDENT 
CLASSIFICATION 
A Report on Emerging Practices 
within the OSCE region

4.	 “Establishing clear criteria to determine the stakeholders or con-
stituencies that a national cyber incident classification will serve, 
including how critical they are to society and economy requires 
serious consideration. The approach should be flexible enough 
to accommodate new stakeholders and constituents as the threat 
landscape changes.”

7.	 “Cyber incident classification is generally a centralized process 
co-ordinated by a central entity or authority and involving a range 
of government bodies. Depending on the context, it may also 
include essential or important services/critical infrastructure asset 
owners or operators, digital service providers and other private 
sector entities.”

11.	“Engagement of relevant stakeholders and constituencies in the 
development of the classification system can contribute to building 
trust between public and private actors and within and across sec-
tors and services.”

https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=15
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=25
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=39
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Illustrative example

The two states 
now identify key 
stakeholders for 
their national cyber 
incident classification 
system that are 
aligned with its 
overall goals and 
those of their national 
cybersecurity 
strategy. 

State A

Given State A’s centralized approach to government, decision-mak-
ing is hierarchical. The National Cybersecurity Centre maintains 
direct relationships with each critical infrastructure operator and 
communicates clear expectations to them. The most important 
stakeholders in these relationships are the relevant security teams 
and compliance officers. 

This hierarchical structure generally means that the flow of infor-
mation to these stakeholders is bidirectional, going from the Na-
tional Cybersecurity Centre to critical infrastructure operators. This 
information flow is valuable because it shares operational and ac-
tionable information about specific cybersecurity threats, as well as 
broader updates on the landscape and new technological or policy 
developments (e.g., through annual online meetings).

State A maintains fairly stringent standards for critical infrastructure 
operators. These standards are developed with relevant specialists 
from the private sector and academia, focusing on efficient imple-
mentation — i.e., cybersecurity requirements should not create an 
undue burden. During a crisis warranting government intervention, 
the national CSIRT collaborates directly with the affected orga-
nization.
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State B

Unlike State A, State B takes a community-focused approach. Or-
ganizations across the national economy collaborate within sec-
tor-based Information-sharing and Analysis Centres (ISACs), which 
then communicate with the National Cybersecurity Centre. Addi-
tionally, State B runs an information exchange platform that is open 
to all critical infrastructure operators and other relevant organiza-
tions. These operators also have regular access to State B’s updat-
ed national risk radar, including through weekly video conferences.

In this way, the flow of information in State B is bidirectional, with as 
much information going towards the National Cybersecurity Centre 
from ISACs and the platform as goes towards organizations. How-
ever, while operational, day-to-day information is shared through 
the ISACs, in an emergency, the national CSIRT attempts to provide 
direct assistance. 

Additionally, Small and Medium-sized Enterprises (SMEs) and citi-
zens can report incidents via an online platform. They are then di-
rected to the relevant organizations for assistance, which is often 
provided by law enforcement, provincial authorities, or relevant 
non-profit organizations. To improve broader societal cybersecu-
rity, the National Cybersecurity Centre operates a web portal that 
publishes information on current risks and self-help resources. 
Finally, State B organizes an annual event open to all members in 
the national cyber security community, including non-profits and 
SMEs. The National Cybersecurity Centre regularly seeks feedback 
from its constituents.
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Establish reporting 
pathways

Establishing appropriate reporting pathways is absolutely 
essential for a successful national cyber incident 
classification system. These reporting pathways facilitate 
the provision and collection elements of the above 
information cycle. Consequently, these pathways should 
include incentives to reward information-sharing as well 
as regulatory or legal mechanisms to compel relevant 
stakeholders to share information when necessary. 

T
his step should occur in tandem with the below Step 4 on “Building on 
Existing Structures” and iterate between the two to find the right balance 

between transposing or expanding existing information-sharing initiatives and 
ensuring that information-sharing for a national cyber incident classification 
system accommodates the unique characteristics of cyber incidents.
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KEY ACTIONS

ߥ	 Identify achievable and appropriate incentives for 
information-sharing

ߥ	 Develop standard templates and formats for information-
sharing

ߥ	 Develop reasonable timelines for stakeholders to share 
information

ߥ	 Specify how information shared will be used and by whom

Many states have introduced or are introducing 
mandatory cybersecurity reporting requirements 
for some sectors, such as government organi-
zations or critical infrastructure operators — al-
though the introduction of mandatory reporting 
is ultimately a national decision. In such cases, 
states have additional leverage to persuade 
these stakeholders to provide information rel-
evant to a national cyber incident classification 
system. However, states should not rely solely 
on this leverage in mandatory reporting contexts, 
because without appropriate incentives entities 
with mandatory reporting requirements may 
look for ways to avoid or minimize these require-
ments, or conduct “tick-box” exercises simply to 
fulfil requirements without meaningfully contrib-
uting to national cyber incident classification.

Instead, states should develop a national cy-
ber incident classification system that identifies 
achievable and appropriate incentives for infor-
mation-sharing, altering the decision calculus of 
key stakeholders, leading them to conclude that 
transparent sharing of meaningful, relevant infor-
mation is in their interests as well as those of the 
national cyber incident classification system. 
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The following table suggest some sample incentives:

Sample state-provided incentives for information-sharing

Recipient What this incentive involves Why this incentive works

Critical 
infrastructure 
operators

The national cybersecurity centre or 
similar entity could provide incident 
response assistance to participating 
organizations if affected by a cyber 
incident.

Participating organizations are more 
likely to share information if they can 
lower the cost or improve the speed 
of mitigating incidents by drawing on 
national resources.

Critical 
infrastructure 
operators

Sector regulators could develop 
streamlined regulatory processes 
(e.g., on cybersecurity audits) for 
participating organizations.

Participating organizations are more 
likely to share information if they can 
benefit from less intensive regulatory 
compliance procedures.

Government 
entities

The national cybersecurity centre, 
or a similar entity, could provide 
participating government entities 
with enhanced cybersecurity 
protection.

Participating government entities are 
more likely to share information if 
they can benefit from more rigorous 
cybersecurity defences.

Table 3: Sample incentives for information-sharing

Beyond government and critical infrastructure 
operators, states may wish to include other or-
ganizations as well as individual citizens in the 
reporting pathways of their national classification 
system. The advantage of widening reporting 
pathways in this way is to capture the constant 
background of low level malicious cyber activity, 
where each individual incident causes little dam-
age and does not meet national severity thresh-
olds, but cumulatively can meet those thresholds. 
For example, individuals could report phishing 
URLs or scam numbers to a government fraud 
information website and receive advice on how 
to respond in return. Additionally, States may also 
seek larger aggregate data on fraud trends from 
law enforcement agencies.

Once the appropriate incentives are in place, the 
next task is to simplify and streamline the infor-
mation-sharing process. States should develop 
standard templates or forms for relevant entities 
to submit information, with a minimum of com-
pulsory fields and optional additional information. 
The following table provides suggested fields, 
with the first four (white background) essen-
tial for any national cyber incident classification 
system and the following five (grey background) 
desirable in a more comprehensive national cy-
ber incident classification system. As this table 
shows, there is a trade-off between the amount 
of information shared and the ease of sharing, 
particularly for entities with limited capacity. Any 
entity should be able to fill out the first four fields, 
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but fewer will be able to fill out the last five, especially given limited time. An 
example of this of format, as used by Switzerland, is provided in Annex 2.

Field name Type of field Compulsory or 
optional

Date and time incident started Date/time Optional

Date and time incident was detected Date/time Compulsory

Is the incident ongoing? Yes/no Compulsory

Type of incident Select options Compulsory

Onward distribution conditions (e.g. TLP) Select options Compulsory

Relevant vulnerabilities and severity (e.g. using CVE 
number and CVSS score) Set fields Optional

Tactics, techniques, procedures or TTPs (e.g. using 
frameworks like MITRE ATT&CK8) Set fields Optional

Indicators of compromise (IOCs) Text/file upload Optional

Detection rules Text/file upload Optional

Structured threat intelligence (e.g. MISP object) Link or file upload Optional

Table 4: Suggested reporting template

8	  MITRE ATT&CK Matrix for Enterprise: https://attack.mitre.org/ 

https://attack.mitre.org/
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After developing formats and templates, the next 
task is to establish timelines for information-shar-
ing. For the provision and collection elements of 
the information-sharing cycle, most states will 
look to collect information about an incident 
within a short timeframe after detection (e.g., 
24 hours), to enable a rapid assessment and re-
sponse. This timeframe could be built into critical 
infrastructure regulation, however, as discussed 
above, even if this is mandated, incentives must 
be in place to ensure compliance. 

The European Union’s (EU) Network and Infor-
mation Security (NIS) and NIS2 directives are a 
useful example of how reporting requirements 
can evolve over time.9 Under the NIS, adopted 
by EU Member states in 2016, operators of es-
sential services in seven sectors were required 
to report incidents with a “substantial impact” on 
service provision, as defined by each Member 
State individually, with no mandatory deadline for 
reporting. In contrast, the NIS2 directive, adopted 
in 2023, requires essential and important enti-
ties in 16 sectors to report a “significant” incident 
(defined within the directive as primarily based 
on people impacted, duration and geographic 
spread) within 24 hours, with further information 
within 72 hours and a final report within a month.

9	 European Union, Directive (EU) 2016/1148 concerning 
measures for a high common level of security of 
network and information systems (Brussels: EU, 
2016); European Union, Directive (EU) 2022/2555 on 
measures for a high common level of cybersecurity 
(Brussels: EU, 2022).

The information-sharing timeline should also 
cover the other elements of the information-shar-
ing cycle, including analysis and assessment (i.e., 
how long information providers should expect 
responsible authorities to take in categorizing 
an incident based on their information) and ul-
timately communication: by when will the initial 
categorization decision be made and who will 
be informed? As the form above demonstrates, 
timelines should allow providers to update in-
formation or share additional information as the 
incident progresses and as their knowledge and 
understanding of the incident improves.

Finally, a sound legal and policy basis should 
cover all elements of the information-sharing 
cycle. This includes specifying how informa-
tion-sharing will ultimately be used to mitigate 
and categorize an incident. The following check-
list provides states with a list of suggested ways 
to establish this legal and policy basis, including 
overall mandates and specific reporting policies 
and regulations. Perhaps the most important item 
in this checklist is the last one, which requires le-
gal limits on national cyber incident classification 
system owners to not use shared information for 
purposes beyond those of the system. This item 
enables sharers to trust the system, because 
they know the information will not be used for 
other purposes, such as being shared with com-
petitors or to monitor other non-cybersecurity 
regulations.

https://eur-lex.europa.eu/eli/dir/2016/1148/oj/eng
https://eur-lex.europa.eu/eli/dir/2016/1148/oj/eng
https://eur-lex.europa.eu/eli/dir/2016/1148/oj/eng
https://eur-lex.europa.eu/eli/dir/2022/2555/oj/eng
https://eur-lex.europa.eu/eli/dir/2022/2555/oj/eng
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Checklist for sound legal and policy basis

Statutory mandate for setting up a national cyber incident classification system in the 
appropriate cybersecurity or critical infrastructure legislation and strategic documents.

Legal requirement for critical infrastructure operators to collect relevant information 
(e.g., in critical infrastructure cybersecurity law or similar)

Policy guidance for appropriate information-sharing (timelines and format) and 
consequences of not sharing within these parameters (can be included in contracts for 
privatized critical infrastructure operators)

Legal and policy specification of incentives for information-sharing 

Appropriate provision in data protection law for sharing, especially regarding sensitive 
or personal information

Contractual agreement with suppliers/services to critical infrastructure operators, 
permitting sharing of their information with national government for incident 
classification

Legal limits on responsible national cyber incident classification system owners not 
to use shared information for purposes beyond national cyber incident classification 
system, including data protection and handling requirements

Table 5: Checklist for sound legal and policy basis
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Recommendations from 
the good practice report

This step of the handbook is connected to 
the following report recommendations:

�

CYBER 
INCIDENT 
CLASSIFICATION 
A Report on Emerging Practices 
within the OSCE region

3. “A sound policy and/or legal base for cyber incident 
classification is critical to ensuring its effectiveness as 
well as its sustainability. Introducing clear provisions on 
overall responsibility for the system, interagency co-op-
eration, reporting and notification requirements and pro-
cedures, data-handling procedures, resource allocation 
and review procedures are equally important.”

5. “Uniform and consistent reporting on incidents is critical 
to the effectiveness of cyber incident classification 
systems and helps determine the nature of the response. 
In some jurisdictions and depending on the severity of 
an incident and the entity affected, incident reporting is 
legally required.”

https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=17
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=19
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Illustrative example

The two states have 
now implemented 
different reporting 
structures for their 
incident classification 
system. While both 
include mandatory 
reporting for critical 
infrastructure 
operators, other 
aspects of the 
reporting structure 
differ significantly.

State A

State A’s mandatory reporting for critical infrastructure operators 
includes clear guidelines on what constitutes an incident that needs 
to be reported. Thresholds in these guidelines typically relate to 
qualitative and quantitative criteria such as the number of affected 
users, loss of personally identifiable information, or length of out-
ages. The National Cybersecurity Centre operates a 24/7 hotline 
and maintains a POC directory which is tested biannually. Failure to 
report an incident may result in severe fines and critical infrastruc-
ture operators are expected to implement an alternative reporting 
system in case of failure or compromise of the default system.

Incidents must be reported via a web application within 12 hours 
and reports are filed using the ENISA Reference Incident Classifi-
cation Taxonomy.10 Within the same timeframe, the national CSIRT 
decides whether to provide support. Once an incident has been 
filed, the National Cybersecurity Centre expects to receive daily 
updates. Incident reports and updates are not confidential and may 
be shared across government where necessary. To classify inci-
dents, State A uses a traditional 1–5 severity scale and attempts 
to align damage and cost assessments to existing schemas from 
other areas.

10	 ENISA, Reference Incident Classification Taxonomy: Task Force Status 
and Way Forward (Heraklion: European Union Agency for Network and 
Information Security, 2018), https://www.enisa.europa.eu/publications/
reference-incident-classification-taxonomy 

https://www.enisa.europa.eu/publications/reference-incident-classification-taxonomy
https://www.enisa.europa.eu/publications/reference-incident-classification-taxonomy


  44  Step 3: Establish reporting pathways

State B

In State B, the national CISRT has collaborated with its constitu-
ents to develop an effective reporting scheme. The timeframes are 
longer than those in State A: 24 hours for the initial report and 72 
hours for an updated assessment. Once a report has been filed, 
critical infrastructure operators can choose to receive support from 
the national CSIRT. As in State A, the incident classification system 
defines reporting thresholds. Unlike State A, the National Cyberse-
curity Centre treats reported incidents as confidential unless other-
wise required by law. In addition, State B emphasizes that incidents 
will only be reported in an anonymized and aggregated form to reg-
ulators, in order to maximize trust.

In State B, non-critical organizations can also report incidents, but 
are not eligible for support. If resources permit, the national CIS-
RT can assist, which has contributed to building its reputation as 
a trusted partner in the wider security community. The National 
Cybersecurity Centre also collaborates with security researchers 
who report incidents and vulnerabilities. State B also opted for a 
1-5 severity scale to classify incidents. However, rather than prior-
itizing alignment with non-cyber schemas, it attempted to assign 
these levels to categories of incidents (e.g. DDoS or malware) from 
a defined catalogue and map them per sector, creating a detailed 
picture.
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Step

04
Build on existing 
structures

National cyber incident classification systems are 
likely to overlap with existing structures. This step 
explores how states can build on existing structures 
develop a national cyber incident classification 
system as efficient as possible and avoid conflict 
with those structures. 

A
s with the previous step, this step should be pursued iteratively 
with Step 3 as many of the key ingredients of a national cyber 

incident classification system — especially the sound legal and 
policy basis — will stem from other places, but will need to be 
amended where necessary. This section also revisits the central 
question of scope, especially regarding the relationship between 
critical infrastructure organizations and other entities, and between 
cyber and non-cyber assessment structures.



  46  Step 4: Build on existing structures

KEY ACTIONS

ߥ	 Review national cybersecurity laws and policies, especially those 
related to critical infrastructure sectors

ߥ	 Compare and align the national cyber incident classification 
system with relevant non-cyber crisis management systems

ߥ	 Identify opportunities to expand sector-specific initiatives to the 
national level

The starting point for building on existing structures is a clear understand-
ing of the scope of a national cyber incident classification system. So far, 

this handbook has assumed that such a system would focus on govern-
ment entities and critical infrastructure operators, recognizing that 

terminology around critical infrastructure varies significant-
ly (critical information infrastructure, ICT-enabled critical 

infrastructure, essential services/functions, critical ac-
tivities, etc.).11 The exact sectors included in nation-
al definitions of critical infrastructure or associated 
terms also vary, as does the extent to which suppliers 
to those sectors — especially SMEs, open-source 
communities, or international suppliers — are includ-

ed within those sectoral boundaries. Consequently, 
the question of which existing structures are relevant 

for the national cyber incident classification system de-
pends on its scope, which in turn depends on its goals, as 

illustrated in Figure 5.

Figure 5: Relationship between classification goals, output and scope

One simple way to address this interdependence is to examine how critical 
infrastructure is treated in existing non-cyber structures. If non-cyber cri-
sis management structures operate within sectoral boundaries (e.g., man-
aging a national water incident or national electricity outage with separate 
crisis management procedures), then the national cyber incident classifica-
tion system could build on a combination of existing sectoral schemes for 

11	 For further details on terminology see the initiatives undertaken under OSCE CBM 9  
(https://cbm9.gov.rs/). In CBM 15, the OSCE participating States refer to “ICT-enabled 
critical infrastructure”.
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https://cbm9.gov.rs/
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non-cyber events. On the other hand, if there is 
a single national (non-cyber) crisis management 
structure treats impacts on different sectors cu-
mulatively (i.e., the number of sectors affected is 
a factor in the categorization of an event), then 
this existing structure could be a useful model 
for the national cyber incident classification sys-
tem. As noted in Step 1 (Goal 4), in both cases, 
a national cyber incident classification system 
could borrow and integrate with existing non-cy-
ber structures to accommodate combined cyber/
non-cyber events.

After identifying which existing structures are rel-
evant, the next step is to examine each critical 

infrastructure sector in more detail, especially 
for cybersecurity-specific structures that enable 
information-sharing within that sector. Figure 6 
identifies three such structures: mandatory re-
porting, security standards and incident taxon-
omies. Each of these structures can be adapt-
ed and developed into a national cyber incident 
classification system; for example, by using inci-
dent taxonomies as the basis for the national cy-
ber incident classification system reporting form, 
or using security standards to estimate realistic 
timelines and level of detail for reporting. 

DOES EACH CRITICAL INFRASTRUCTURE SECTOR HAVE...?

Mandatory reporting Security standards Incident taxonomy

                          

What formats are used? 
Can they be aligned 
with/developed into a 
national system?

 

What kinds of data 
and monitoring activity 
are required by these 
standards? How does that 
help incident detection?

What formats are used? 
Can it be aligned with/
developed into a national 
system?

National cyber incident classification system

Figure 6: Building on existing structures

However, there are two main challenges in drawing on sector-specific processes, which states should 
be aware of and proactively address. The first challenge is ensuring that processes developed for 
one sector function equally well in other sectors. The second challenge is stakeholder management, 
ensuring that a national cyber incident classification system built on sector-specific indicators obtains 
sufficient buy-in from other sectors that may perceive a lack of objectivity in design.
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Recommendation from 
the good practice report

This step of the handbook is connected to 
the following report recommendation:

�

CYBER 
INCIDENT 
CLASSIFICATION 
A Report on Emerging Practices 
within the OSCE region

2. “Cyber incident classification systems are generally anchored in na-
tional policy and other relevant frameworks and often flow from or are 
anchored in national legislation.”

Illustrative example
The two states already had existing structures stemming from sector-spe-
cific regulators that required the reporting of certain incidents. However, this 
was not the case for all sectors, particularly those with little or no regulation, 
such as logistics. Both states therefore devoted time to optimizing existing 
resources and establishing a legal basis for their reporting requirements.

State A

When developing its cyber incident classification system, State A consult-
ed with all regulatory authorities that were already reporting to a central 
government authority. It also consulted extensively with other government 
agencies that already had reporting requirements. After identifying gaps and 
discrepancies, State A standardized reporting requirements to make shared 
information comparable. 

https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=16
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Initially, State A planned to create a central government reporting portal for 
all types of incidents, whether cyber-related or not. However, this was not 
feasible as different types of reporting often required different stakeholders. 
Nevertheless, the government ensured that there would be no double re-
porting requirements.

State B

Rather than beginning by consulting other government agencies and regu-
lators, State B initially collaborated with critical infrastructure sector repre-
sentatives to identify existing reporting schemes and explore ways to ex-
pand or repurpose them. It acknowledged its constituents’ reluctance toward 
mandatory reporting, recognizing that unpopular requirements would lead to 
poor data quality.

Similarly, the National Cybersecurity Centre collaborated with sectors that 
had no existing reporting requirements to understand how the national clas-
sification system could apply to and be useful for them as well. A new legal 
basis was required for State B to process voluntary reports from non-critical 
organizations.

Most of the work involved in extending the incident classification system 
in this way was identifying meaningful thresholds that would warrant a re-
port, as different organizations had varying interpretations of what consti-
tutes ‘important’. For example, the National Cybersecurity Centre would not 
consider important 1,000 customers being offline due to a broken fibre, but 
a small internet service provider (ISP) would. Conversely, 500 malware-in-
fected endpoints may seem like a relatively insignificant issue to an ISP, but 
could be crucial information for the National Cybersecurity Centre. Extend-
ed dialogue between stakeholders led to increased understanding of each 
other’s’ perspectives and definitions that worked sufficiently for all parties.
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Implement the system

This step moves from design to implementation. All the 
key ingredients should now be in place, with responsible 
authorities and key stakeholders across all elements of the 
information-sharing cycle and appropriate connections 
with other national incident classification systems, as 
well as narrower, sector-level cybersecurity reporting 
processes. 

H
owever, as with all complex projects, a national cyber incident 
classification system requires extensive and thorough testing before 

launch. The transition from design to implementation should therefore focus 
on three things: testing, communications and stakeholder management, 
which are addressed in this section.
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KEY ACTIONS:

ߥ	 Thoroughly test all stages of the information cycle, 
especially through exercises

ߥ	 Develop clear communication around the launch schedule 
and responsibilities

ߥ	 Introduce a grace period for operations if necessary

Most states have experience in conducting na-
tional cybersecurity drills and exercises and many 
have also participated in bilateral or international 
exercises, including with intergovernmental or-
ganizations. These exercises are designed to en-
sure that the particular state structures involved 
function as intended in situations approximating 
real-life crises. Such exercises can vary in scope 
from simple table-top, paper-based scenarios 
to multi-stage and multi-track scenarios involv-
ing live injections and realistic multimedia com-
ponents. 

For states who hold such exercises regularly, the 
easiest way to test a national cyber incident clas-
sification system as a whole is to integrate it into 
these exercises. 

For example, states could design a scenario 
where incident classification is key to the sce-
nario response, and include key national cyber 
incident classification system stakeholders in the 
exercises itself. In contrast, states without a reg-
ular exercise rhythm may wish to use their devel-
opment of a national cyber incident classification 
system as the impetus to start national cyberse-
curity exercises. In such cases, stakeholders of 
the national cyber incident classification system 
are a natural starting point for exercise attendees 
and scenarios can centre on key decisions made 
in the national cyber incident classification sys-
tem process, their considerations and impacts. In 
both above-mentioned cases, exercises should 
incorporate anomalies and edge cases to thor-
oughly understand the limits of the national cyber 
incident classification system.
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However, before incorporating a national cyber incident classifica-
tion system into national exercises, each component should be 

tested, individually and in all relevant combinations. Here, ex-
ercises can focus on different elements of the informa-

tion-sharing cycle, first combining provision and 
collection, analysis and assessment, with 

communications as a separate element 
(Figure 7). Only then should the en-

tire system be tested as a whole, 
focusing on the combination of all 
elements and overall process 

management.

Figure 7:	 Exercise sequencing for 
implementation

Each of these exercises and tests are likely 
to reveal unanticipated challenges or issues 

with the national cyber incident classification 
system. During implementation, states should 

therefore ensure that they allocate sufficient time for a series of 
exercises of increasing complexity and realism, and for trouble-
shooting and resolving issue between each exercise. Throughout 
the process, the implementing parties should on including all stake-
holders in the exercises and troubleshooting; for example, to devel-
op a reporting infrastructure in the first two cycle elements that is 
as customer-friendly as possible. During the testing phase, states 
should produce detailed and accessible guidance for all stakehold-
ers on using and interacting with the national cyber incident classi-
fication system. This guidance can then be repurposed for live use 
at launch. 

At launch, states have two major considerations (setting aside the 
functioning of the system itself, which we assume has been thor-
oughly tested). The first consideration is communications, espe-
cially with external entities — both national and international — who 
are likely to have limited awareness of the national cyber incident 
classification system or its development. 
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When the output of the national cyber incident classification system is pub-
lic, then external entities may use the output of the classification system to 
inform their own assessments and actions. However, if these external enti-
ties are not sufficiently aware of the assessment processes underlying any 
public output, including the definition of key terms, then their misunder-
standing or misinterpretation of the public output could lead to undesirable 
consequences. For example, external entities over- or under-estimating the 
impact of an ongoing cyber incident classified by the national system. To 
avoid this outcome, states should ensure that any public output from their 
classification system is accompanied by suitable context and explanatory 
materials, including definition of key terms.

The second consideration is internal: ensuring that all stakeholders are com-
fortable with the launch schedule and, if necessary, making use of gradual 
phase-ins across sectors or grace periods for reporting. Figure 8 incorpo-
rates these considerations into the overall development process for a na-
tional cyber incident classification system, culminating in its implementation 
and launch.

Figure 8: Flowchart for launch of the classification system
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Recommendations from 
the good practice report

This step of the handbook is connected to 
the following report recommendations:

�

CYBER 
INCIDENT 
CLASSIFICATION 
A Report on Emerging Practices 
within the OSCE region

6. “Clearly articulated guidance contributes to the effective implementa-
tion and socialization of a cyber incident classification system. Such 
guidance can specify: the purpose of the cyber incident classification 
system and its policy and/or legal basis; who co-ordinates its devel-
opment and implementation; its scope/coverage in terms of its key 
stakeholders/constituencies; definitions and explanations of catego-
ries and priorities; the response mechanisms for incidents, including 
an explanation of what would activate a specific classification, which 
organization responds and what actions they would take; and how 
regularly the incident classification system is reviewed and what the 
review process entails.”

10. “Continuous political commitment, skilled personnel, including a ded-
icated incident response entity or team with sound expertise in both 
general and cyber crisis management, and adequate and stable bud-
gets are critical to the development and management of cyber incident 
classification systems.”

12. “It is important to establish protocols that determine how to proceed 
when challenges relevant to categorization of incidents are en-
countered.”

https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=21
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=32
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=36
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Illustrative example

The two states have now tested all aspects of their 
incident classification system thoroughly before 
launching. While these tests were focused on 
achieving the divergent goals of each system, both 
states engaged key stakeholders in the testing 
phase and continued this engagement after launch.

State A

State A drew on its extensive experience in testing and implement-
ing incident classification systems in other sectors. Before launch-
ing the system, it tested the overall scheme and the separate data 
processing steps involved, including the application of thresholds 
and the core 1-5 categories. In a second stage, the National Cy-
bersecurity Centre invited select critical infrastructure operators to 
review past events against the classification system, using the data 
to further check all the elements of the analysis pipeline.

This compartmentalized testing proved to be crucial, as mapping to 
existing severity scales was not straightforward. To align with these 
scales, a core aspect of State A’s approach, State A also tested the 
cyber incident classification system as part of a wider national inci-
dent risk assessment mechanism, including through a joint cyber/
physical scenario exercise.
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State B

Similarly, State B began testing with its constituents well before 
reporting became mandatory. Participating organizations reported 
incidents and received risk radars tailored to their sectors and orga-
nizational characteristics in return (see Figure 9 below). 

Over time, the analysis was refined. The National Cybersecurity 
Centre started with the more mature sectors, such as finance and 
telecoms. Although time-consuming, the process proved valuable 
when reporting became mandatory after an agreed-upon grace 
period. A phased and carefully communicated implementation ul-
timately meant that, by the time the system went live, processes 
were already in place, leading to acceptance of the new obligations.

Figure 9: Fictitious risk radar used by State B
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Refine the system
Now that the national cyber incident classification system 
is up and running, this step addresses one of the main 
challenges noted in the OSCE good practice report: it 
is an iterative process, requiring continual refinement 
and adjustment based on feedback and changing 
circumstances. This section first discusses the basis for 
refinement, centred on key indicators of success and then 
moves on to lessons learned.
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KEY ACTIONS

ߥ	 Translate high-level goals into key indicators agreed upon by the 
relevant stakeholders

ߥ	 Measure success against these indicators, ideally in an objective 
and repeatable manner

ߥ	 Incorporate lessons learned from prior incidents

T
he best way to refine a national cyber incident classification 
system is to use it. The more it is used, the more data 

is generated internally and through feedback from external 
stakeholders and partners that can be used in the refining process. 
Refinement should align with the strategic goals set at the beginning 
of the development process. Most of the time, this means refining 
the system to better achieve those strategic goals. However, 
periodically, it may be useful to use the refinement process to re-
evaluate the strategic goals. These intervals should be regular but 
relatively lengthy, at least a few years.

To leverage data gathered from prior usage of the system to eval-
uate the achievement or continued relevance of strategic goals, 
the goals must first be translated into key indicators. Key indicators 
should be measurable, ideally in a repeatable and objective man-
ner, and can include quantitative and/or qualitative components. 
Qualitative indicators focus on understanding stakeholder experi-
ences through non-numerical data, such as interviews and obser-
vations, while quantitative indicators measure variables and scores 
using numerical data.

The following table (Table 6) includes at the top five indicators that 
are relevant to any national cyber incident classification system. 
The first three quantitative indicators can be calculated internal-
ly by the responsible authority for the information-sharing cycle, 
while the second two are likely to be obtained through surveys, in-
terviews or similar stakeholder engagement. As with the informa-
tion-sharing cycle overall, it is important to incentivize stakeholders 
to provide feedback; without this, refinement will be less effective.
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It is also important to calibrate the appropriate level of use. Although thresh-
olds are set during the design phase to align with overall goals, implementers 
should be wary of too many and too few incidents passing through the sys-
tem. If the thresholds are set too high, and very few incidents pass through 
the information-sharing cycle for categorization, then the system itself may 
malfunction. In such a situation, a national cyber incident classification sys-
tem may face weakening commitment from stakeholders both feeding into it 
(such as critical infrastructure operators) and looking to benefit from it (such 
as senior government decision-makers). In contrast, if the thresholds are set 
too low, and too many incidents are reported by information-sharing part-
ners, then the system will be overwhelmed and unable to provide accurate 
and reliable categorizations. Consequently, the first three indicators below 
should be judged relative to a target number, rather than measuring success 
simply through higher numbers.

Goal Indicator Type

All Number of incidents reported Quantitative

All Number of incidents analysed Quantitative

All Number of incidents categorized Quantitative

All Feedback on reporting infrastructure including ease of use Qualitative (text) and 
quantitative (rating)

All Feedback on timeliness of analysis, assessment and 
communications

Qualitative (text) and 
quantitative (rating)

1 Number of actions taken based on incident categorization Quantitative

1 Significance of actions taken based on incident categorization Qualitative

2 Number of times contributed to national cyber risk assessments Quantitative

2 Significance of contributions to national cyber risk assessments Qualitative

3 Number of references in research or policy on causes of cyber 
incidents

Quantitative

3 Significance of references in research or policy on causes of 
cyber incidents

Qualitative

4 Number of times contributed to holistic assessment of combined 
cyber and non-cyber incidents

Quantitative

4 Number of references by non-cyber classification systems Quantitative
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Goal Indicator Type

4 Significance of references by non-cyber classification systems Qualitative

5 Number of references by international partners Quantitative

5 Number of reporting instances received from international 
partners

Quantitative

5 Extent to which analysis methodologies or criteria are also used 
by international partners

Qualitative

Table 6: Suggested impact indicators

The remaining indicators in the table above (with a white background) are 
examples of potential indicators that could be used to translate the five goals 
listed in Step 1 into measurable elements, as reflected in their associated 
goals in column 1 of the table. 

These indicators show how refinement is connected to key goals; if only 
some of the goals in Step 1 are relevant to a particular state, or different goals 
are chosen, then that state should adjust its key indicators accordingly.

Effective stakeholder management is crucial in developing the list of indi-
cators. If all stakeholders are aware of and agree on the list of indicators, 
they are more likely to accept requests for data collection. When the national 
cyber incident classification system needs improvement, it is important to 
use the list of indicators to demonstrate recognition of the need for improve-
ment and a commitment to make such improvements in a transparent and 
objective way.

Refinement should also draw from major incidents that occur during the ini-
tial live phase. Such incidents are likely to reveal issues that may not have 
been detected without the time and political pressures generated by that 
incident, which can provide an excellent platform for improvement. The key 
to using such incidents for lessons learned exercises is to distinguish be-
tween aspects that were unique to that incident and aspects that are likely 
to occur again with other incidents, and that should be used as the basis for 
refinement. Such major incidents will likely feature heavily in the qualitative 
indicators listed in Table 6 above. 
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Recommendation from 
the good practice report

This step of the handbook is connected to 
the following report recommendation:

�

CYBER 
INCIDENT 
CLASSIFICATION 
A Report on Emerging Practices 
within the OSCE region

9. “Once established, a cyber incident classification system should be 
regularly reviewed to assess its effectiveness and ensure it is appropri-
ately informing a country’s incident response and its risk or emergency 
management posture. Any changes to the incident classification sche-
ma deriving from the review process should be introduced in a manner 
that allows for long-term comparative analysis.”

https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf#page=31
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Illustrative example

State A

State A reviews its processes regularly, every couple of years. 
Changes are reluctantly introduced in order to maintain comparabil-
ity with historic data. However, unlike other types of risk, stakehold-
er involvement is crucial to achieving cyber resilience. It is likely that 
State A will seek a more collaborative approach in future, working 
with its constituents in line with OSCE CBM 15. This will likely be a 
slow process, as public-private partnerships require a high level of 
trust and a history of collaboration.

State B

State B also reviews its modus operandi periodically. It has appoint-
ed an external oversight committee to monitor the implementation 
of the national cyber strategy. This independent body helps to col-
lect crucial feedback. However, State B is also a victim of its own 
success, with critical infrastructure operators enthusiastically re-
porting incidents in the hope of receiving support from the national 
CSIRT. As a result, this system may fail to scale, especially as other 
stakeholders also feel a growing need for support.
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Conclusion

This handbook provides six key steps for 
states to develop a national cyber incident 
classification system. Each step is accompanied 
by illustrative examples of hypothetical states 
with significantly diverging decisions on their 
goals, stakeholders, reporting pathways, 
and ultimately different implementation and 
refinement. 

T
he handbook underscores that developing a national cyber 
incident classification system is an important step 

forward. By setting clear goals, engaging stakeholders, 
building on existing structures, and implementing and refining 
systems through iterative testing and collaboration, states can 
strengthen their resilience to cyber threats while fostering trust 
and transparency among domestic and international partners. 
A well-designed classification framework not only enhances 
national risk management and crisis response but also 
contributes to broader regional and global stability by enabling 
more effective co-operation, de-escalation and confidence-
building in cyberspace. 
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Annexes

Annex 1 
OSCE PERMANENT COUNCIL DECISION NO. 1202
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Annex 2 

EXAMPLES OF NATIONAL CYBER INCIDENT SEVERITY 
SCALES AND A CYBER INCIDENT REPORTING FORM

The United States of America — approach to cyber incident categorization 
through a scoring system based on eight different categories of incidents.

Source:	 OSCE Good Practice Report on “Cyber Incident Classification: A Report on 
Emerging Practices within the OSCE region” https://www.osce.org/files/f/
documents/6/5/530293_1.pdf (pg. 26)

26      Cyber Incident Classification in the OSCE Region      

EXAMPLES

THE US APPROACH
The US approach to incident categorization involves a scoring system 
based on eight different categories of incidents: Functional Impact; 
Observed Activity; Location of Observed Activity; Actor Characterization; 
Information Impact; Recoverability; Cross-Sector Dependency; and 
Potential Impact. A weighted arithmetic mean is used to arrive at a 
score between zero and 100. Each category is assigned a weight and the 
response to each category has an associated score. Each response score is 
then multiplied by the category weight, and the weighted scores are added 
together. Once the score is determined, the incident is then assigned a 
priority for which a colour scheme is used, with priorities ranging from 
Baseline (baseline minor (blue) and baseline negligible (white)) to 
Low (green) all the way up the ladder to Emergency (black). In addition, 
the schema also assesses whether incidents are connected and how 
incident aggregation should be considered when assessing a campaign.

Source: https://www.cisa.gov/uscert/sites/default/files/ncirp/National_Cyber_Incident_
Response_Plan.pdf (pg 38) 

https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf
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27Cyber Incident Classification

FRANCE’S SYSTEM
France uses a similar system although it includes a comparison of 
its criteria to those used in the US system, has set criteria for impact 
(ranging from negligible to extreme) and assesses the incident against 
whether it constitutes an armed attack as per Article 51 of the UN Char-
ter. A colour (white to red) and numbering (0-5) scheme is used to assign 
priority to the incident.

Source: http://www.sgdsn.gouv.fr/uploads/2018/02/20180206-np-revue-cyber-pub-
lic-v3.3-publication.pdf

CYBERSECURITY INCIDENT TAXONOMY’S SYSTEM
In some cases, the incident classification system is often based on the 
CIT, developed by the NIS Cooperation Group.7 The approach is 
structured around the nature of the incident (i.e., the underlying 
cause that triggered the incident); severity of the incident (from low 
to high); impact of the incident (i.e., the affected services, 
sectors); the scale of the impact nationally, for economy and society

7 European Union, Cybersecurity Incident Taxonomy, NIS Cooperation Group, CG 
Publication 04/2018 https://ec.europa.eu/information_society/newsroom/image/docu-
ment/2018-30/cybersecurity_incident_taxonomy_00CD828C-F851-AFC4-0B1B416696
B5F710_53646.pdf

GRAVITY SCALE EQUIVALENCE WITH 
THE US CISS

IMPACTS CHARACTERIZATION 
AS ARMED 
AGGRESSION WITHIN 
THE MEANING OF 
ARTICLE 51 OF THE 
UNITED NATIONS

LEVEL 5 - EXTREME 
EMERGENCY

Level 5 Emergency 
(Black)

Extreme Impact
Probably possible: to be 
considered on a case by 
case basis.LEVEL 4 - MAJOR 

CRISIS
Level 4 Severe (Red) Major Impact

LEVEL 3 - CRISIS Level 3 High (Orange) Strong and Extensive 
Impact

Probably not possible: 
actions corresponding 
to these levels could 
nonetheless constitute 
other internationally 
wrongful acts 
(intervention, violation 
of sovereignty, use of 
force, etc.).

LEVEL 2 - SERIOUS 
INCIDENT

Level 2 Medium 
(Yellow)

Strong and 
circumscribed impact

LEVEL 1B - INCIDENT

Level 1 Low (Green)

Medium and 
circumscribed impact

LEVEL 1A - 
SIGNIFICANT EVENT

Low impact

LEVEL 0 - EVENT Level 0 Baseline 
(White)

Negligible Impact

France – the severity of cyber incidents is assessed using a structured clas-
sification system which categorizes incidents into six levels. Each level cor-
responds to a specific color code and is determined based on factors such 
as impact, scope and urgency. 

Source: OSCE Good Practice Report on “Cyber Incident Classification: A Report on 
Emerging Practices within the OSCE region” https://www.osce.org/files/f/
documents/6/5/530293_1.pdf (pg. 27)

https://www.osce.org/files/f/documents/6/5/530293_1.pdf
https://www.osce.org/files/f/documents/6/5/530293_1.pdf
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Switzerland – reporting form for cyber incident
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