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Media & Big Tech - media vigilance and journalistic protections

Sticky stack

Risk of a trap: cautions about the
potential weaponisation of any 
legislation/regulation but such 

apprehension has been 
weaponised by the platforms to 

shutdown efforts to regulate 
(even when such efforts are in 

line with freedom of expression 
standards)

Privacy of 
journalists 

is under big
threat

Impunity: Lack 
of proper 
liability of 

perpetrators

Not sufficient 
information on
specific threats

against 
journalists

Remember that 
journalists are also 

very privileged 
online in terms of 

visibilty, access and 
adueinces.

Risk of 
legal 

abuse

Insufficient 
protection 

against mass 
attacks

Access 
to law 

essential
Journalists are 

surveilled for data
and the big tech 

companies do not
limit their data 

collection

Who qualified as 
a journalist is 

a difficult issue. It 
can be done but 
gets complicated 

very quickly

Sticky stack

Financial 
support 
might be 
needed

Real- time 
monitoring 

must be 
enabled

Targeting content 
should be possible 
to report to tool for 

collecting, 
aggregating, 

documenting etc

Access to justice is
important. It must
be possible to sue
perpetrators and /

orplatforms in 
national courts.

Centralize 
monitoring & 

foster 
helpdesk work

Legislation - 
implement & 
enforcement

Access 
to data

Strengthen 
collaboration 

with helpdesks
and incident 

reporters

Strengthen journalism 
outside of the 

platgorms to build safe 
spaces for news 

consumptiojn for users

Increase 
documentation

At least ensure 
resources if risk 
assessments are

outsourced

safety of 
researchers, which 

are also under 
pressure and 

attacked when 
doing research into 

these questions

Surveillance of 
journalists also 

a problem due to data 
crossing borders and 
AI- driven automated 

data surveillance by the
state

Sticky stack

Journalists 
should 

consider 
leaving toxic 

Big Tech space

Contact 
points with 
prosecutor 

offices

Media and media 
organizations may  launch 

lawsuits in the national and
international courts against

the perpetrators to stop 
impunity. Cooperation 

framework with lawyers 
and legal companies 

needed.  

Journalistic education 
should be reformed to 

deliver to future 
journalists knowledge 
and skills on AI, data 
protection  and fact- 

checking 

Need to start over: 
new discussion 

platforms

Potential fund 
to which 

platforms are 
required to 
contribute

Build on UN 
Plan of Action -

National 
Action Plans 
are essential

National 
representations 
needed - risks of
fines as leverage

Dashboard & 
interoperability 

for reporting 
needed -> for 

users

Fast and 
effective 

assistance to 
journalists in 

case of attacks

reporting mechanisms 
where possible to 

share the content of 
what has been sent, 

collect and aggregate 
these messages by 

type of content

Effective reaction 
features with quick 
take- down and/or 
blocking, as well as 

banning or 
cancelling of 

accounts

Safety by design
embedded in 

the platform as 
consumer safe 
product overall

Safety features 
are part of risk 

assessment and 
human rights due 

diligence 
obligations

In Germany, there
are harsher 
penalties in 

criminal law for 
acts of violence 

against journalists

Key concern

Organisations 
(like HateAid) that 
support lawsuits 
(financially) are 

helpful. For local
context

Establish a Reporting 
mechanism/channel 

for journalists to report
about digital threats 

and harassment (inclu 
posting anonymously). 

Journalists 
and media 

outlets need
support

Collaboration

Esp women 
journalists 

don't always
report

Sticky stack

Risk 
assessments do 

not mention 
media pluralism
as systemic risk

platforms are shrinking the
scope of existing escalation

channels (eg not 
considering scams 

involving impersonation of 
journalists, or certain types 

of harassment)

Relying on 
states is 
always 
risky

Too much 
unclarity 
regarding 
available 

tools  

Data 
protection of 
journalists is 
under risk  

Journalists in exile
in the Europe also

targeted on 
platforms -- digital

transnational 
repression

privileges can 
be misused by 

platforms/states
if local context 

isn't known

efficient escalation 
channels rely on building 

personal relationships with 
counterparts within social 
media platforms— and it 

shouldn’t be the case

Platform 
response 

depends on 
context and 

market

Underreported 
attacks - 

comprehensive 
reporting 
needed

platform responses to 
certain legislation high if 
important market - even 
if problematic legislation

Public 
perception

is key

Question of 
feasibility of 

protection on 
the individual 

level

reporting puts all the 
cost of use/reporting on 
the user, while platforms

aren’t hurt financially.

Sticky stack

Within Own Jurisdiction
  •  "shield laws" protecting 

journalistic sources/work
  •  Require platforms to 
provide enhanced safety 

features for verified journalists
  •  Establish public- private 

partnerships on SoJ

Safety Measures: 
  1.  Platform- Based Solutions

  •  Escalation Channels: Priority 
reporting systems for verified journalists 

  •  Safety by Design: Pre- emptive 
content moderation and risk assessment 

tools that identify potentially harmful 
content before publication

  •  Identity Verification: Optional 
verification systems that reduce 

anonymous harassment while protecting 
journalist sources

Regulatory Incentives
  •  "safe harbor" provisions that reduce liability for 

platforms implementing robust safety measures
  •  regulatory sandboxes to test new safety features 

without immediate compliance concerns
  •  Example: The German NetzDG law combines 

penalties with clear compliance pathways

Coordination and 
joining forces 

among different 
actors and 

monitoring actors 
needed

Platform liability 
would solve many 

problems. The 
platforms would 

have a great interest
in deleting criminal 

content.

Structured Multi- Stakeholder Partnerships
  •  Establish permanent working groups with 

rotating representatives from governments, platforms,
civil society, and journalist organizations

  •  Create periodic high- level summits where 
commitments are made and progress is assessed

Technical Interventions
  •  End- to- end encrypted communication 

tools specifically designed for journalistic work
  •  Anti- doxxing tools that scan for and alert 

journalists to personal information leaks
  •  AI- powered monitoring systems that 

detect coordinated harassment campaigns

consistent & 
rigorous 

approach to data 
collection  - rather

than  too much 
collecting

Enforcement of 
existing 

regulatory 
systems incl. anti- 
SLAPPs, EMFA,...

Share legal 
experiences

Beyond Own Jurisdiction
  •  Support international press 

freedom organizations 
financially and politically

  •  Use trade agreements to 
promote journalist safety 

standards
  •  Fund technology 

development for secure 
journalism tools accessible 

globally

linking 
discussions
to liability 
privilege

Sticky stack

In Germany, there is
a draft law that 
stipulates that 
perpetrators of 

expressive offences 
can have their 

accounts blocked.

To create a robust safety 
environment for journalists

online, a multi- faceted 
approach involving state 

action, platform 
cooperation, and 

international coordination 
is necessary

leveraging the 
legal powers of  
Personal Data 

Protection 
Authorities

Implement
DSA

Memoranda
of 

cooperation 
maybe?

Link SoJ with
disinfo and 
pluralism 

obligations

Digital Services Act 
(DSA) can be used as

template for 
regulation in 

countries outside 
the European Union.

Local 
moderators

needed

Stricter 
algorithms for 
detecting and 

removing threats 
in real time

make use 
of dispute 
settlement 

rules

try to use EU 
regulatory 

power outside 
EU jurisdiction 

(Brx effect)

Recommendations 
need to be 

applicable for all 
contexts (currently 

platforms responses
depend)

Funding

Data protection 
authorities with their 

strong powers  should 
be widely engaged in 

the processes to 
protect journalists' 

digital privacy.  

Are a "special treatment" by platforms and "safety privilege" needed for journalists and 
media, their accounts and content?

Sticky stack

In principles 
special 

protections 
needed - in 

practice difficult 
to implement

Clear escalation 
channels needed -

shouldn't be 
called "special 

treatment"

Journalists use
platforms for 

work - this 
needs to be 

acknowledged

Privileges 
must not 
lead to 
control

Involve 
freelancers 

1

Who should be
entitled? 

What's the 
process in 

which context?

Journalists 
are not 

"any other" 
user

Shared guidelines 
for efficient 
escalation 

channels that we 
can collectively 
advocate for 

fact- 
checking 
remains 
essential

Journalists' 
safety essential 

for society's 
right to access 

information

How to make sure
these privileges 
are protected 
from political 
trends/CEOs?

Draw on 
existing 

principles and 
commitments

Explore 
existing 

legislation 
such as 

defamation

Expert human 
review (cultural, 

contextual, 
linguistic 
expertise)

Enforce consumer
protection to 

platforms: 
ensuring safe 

product for users

The DSA does not preclude law 
enforcement from 

applying/being vetted, which 
could lead to an abuse of 

escalation mechanisms (in 
conjunction with art. 9 & 10 of 
the DSA) especially in countries 

with rule of law concerns. This is 
a concern for EU countries and 

for non- EU governments looking 
to emulate the DSA.

weak 
moderation 

and platform 
response

States should
mandate 
access to 

data (APIs)

Fact- checking groups need 
to be strengthened and 

equipped with necessary 
resources to detect sources

of disinformation and 
digital attacks  

Victims of 
violence need 

information rights
against the 

platform about 
the perpetrators.

Focus on risk 
assessment and due

diligence for the 
platforms (rather 
than account or 

content removal for 
instance)

Safety features for 
media accounts/outlets

neded (e.g. recover 
shutdown accounts)

Enforcement of 
DSA will create 

precendence for
pkatform 
sancitons

Decentralized 
approaches with 

high levels of 
account choice can 
be a way forward 
(example Bluesky)

Transaprency

Power 
collusion and 
technocratic 
control over 

society

Gradual rolling 
back of current 
protections/sup

port available 
for journalists

Risk assessment
has been 

outsourced to 
civil society & 

academia

User- controlled 
features such as 
blocking are not 
solving the issue

Maybe some 
platforms are
beyond fixing

Journalists don't 
want to register 
themselves as 

journalists on the 
platforms because 
of the lack of trust

Network
of CSOs

Always goes back to 
civil society – 

networking and 
work together but it 
should be platforms’

responsibility

Develop safe spaces
for all users - 

accountability for 
providing spaces 

that are not harmful
to anyoneLimited resources & 

difficult times 
require cooperation 
and proper mapping
for complementarity

Coordinate action to 
test mechanisms under

DSA and EMFA and 
bring violations to 

national courts where 
possible and relevant

Specific escalation
and multi- 

stakeholder 
initiatives needed

Proper design 
features could 

mitigate threats 
against all users, 

including 
journalists Resources by 

platforms for 
journalistic 
protections

Definitions are
challenging - 
better to find 

safety features
for all

It could be framed
also as a way to 

help platforms in 
enforcing their 

own community 
standards 

Safety by design 
- making platforms 

accountable to 
make their ‘product’ 

safe for 
consumptions (like 
any other product)

state cooperation 
to increase 

leverage towards 
platforms

Platforms 
undermine 

protections when 
declaring 

journalists as 
public figures

Ensuring safety 
features are not 

arbitrarily 
stopped/rolled 

out

Transparency
needed for 
systematic 
approach

Journalists have 
special duties and
responsibilities -> 

that should be 
linked to certain 

privileges

Platforms created a 
specific status for 

journalists 
(involuntary public 
figures) to reduce 

exposure to online 
harassment  

coordination 
mechanisms 

with police (eg 
like in 

Netherland) 

Privileges in the form of 
rights of defence are 

necessary when it comes to
(state) intervention (e.g. 

account blocking/content 
deletion). Journalists need 
special rights of defence 
through freedom of the 

press.

Enforce Anti- 
SLAAPs EU 

regulation to 
protect 

researchers

Platforms 
should maybe 
pay for such 

funds?

Sudden freeze 
of US funding 

of media in 
2025

Journalists in Distress network: https://www.journalistsindistress.org/
https://www.mfrr.eu
helpdesks for security issues
Against Online Violence cofounded by IWMF and ICFJ
WB Safety of Journalists Network.  https://safejournalists.net/
Online violence alert and response system project is partnered with the 
AP, ABC Australia, Rappler and Daily Maverick
GFMD ran a pilot project with Ukrainian partners called “Tech and 
Journalism Mechanism” with good data and some experience of what 
has worked and what not for journalism  organisations: 
https://gfmd.info/h- content/uploads/2025/02/TJM- Final- Case- Digest- - 
gfmd.pdf? x14225 , https://tech- and- journalism- mechanism.gfmd.info/
https://transparency.meta.com/en- gb/governance/tracking- 
impact/measuring- performance
Appeals Centre Europe is a new out- of- court dispute settlement body 
under the Digital Services Act.
Appeals Centre Europe can protect media content by addressing 
disputes over unwarranted takedowns and account suspensions.
It serves as an impartial body that can protect journalists and human 
rights defenders by resolving disputes in a relatively short period, 
although initial decisions may take weeks due to system maturity.
The centre’s ability to produce data is crucial for identifying systemic 
harms across platforms. This data, while not intended for advocacy, can 
be used by journalists, media organizations, and regulators to hold 
platforms accountable for their actions, encouraging greater platform 
responsibility.
It can be used for cases of content or accounts that are based both in 
and outside of Europe.
https://www.djv.de/fileadmin/user_upload/DJV/INFORMATIONEN/medie
npolitik/Stellungnahmen/DJV- 
Stellungnahme_zum_Gesetz_zur_Staerkung_der_privaten_Rechtsverfolg
ung_im_Internet_final.pdf
This is the case against Meta raising the question about platform 
liability: https://hateaid.org/letzte- instanz- bgh- grundsatzverfahren- 
gegen- meta/: https://hateaid.org/letzte- instanz- bgh- grundsatzverfahren- 
gegen- meta/

Strengthen 
alternative 
platforms

Inclusion of 
local 

associations 
is needed

Most 
measures 

focus only on 
damage 
control

escalation channels are
scattered across 

countries and 
organisations, and 

many journalists have 
problem accessing 

them -> clarity needed

Key concern

trusted 
flaggers 
must be 
trusted

https://safejournalists.net/
https://www.ecpmf.eu/monitor/

https://cdt.org/insights/trusted- flaggers- in- the- dsa- 
challenges- and- opportunities/
https://ksimsbih.org/en/homepage/
case against Meta and platform liability: 
https://hateaid.org/letzte- instanz- bgh- grundsatzverfahren- 
gegen- meta
Role of law essential for platform governance: 
https://www.accessnow.org/platform- accountability- part1- 
overview/
concrete proposals on how alternatives to the BIG Tech 
platforms can be strengthened: https://savesocial.eu/en/

BETA

Market Access Conditions
  •  Establish baseline safety standards as conditions 

for operating in markets
  •  Create certification systems for platforms that 

meet enhanced journalist safety standards
  •  Example: Brazil's temporary ban of Twitter/X until

compliance with court orders demonstrated 
effectiveness of access conditions

Multilingual Resources
  •  Translation services for cross- border 

investigations
  •  Multilingual reporting platforms 

accessible throughout the region
  •  Cultural adaptation of safety resources 

for different journalistic contexts

Work on 
infrastructure

needed

Public digital 
infrastructure, 
open source is 

crucial

Framing is 
crucial: content- 

related attacks on 
the press, content- 

related attacked 
mediated by 

platforms

Yes, but think about who 
will be declaring and the 

process for declaration (not
all accreditation processes 
are the same, Small, indep. 
media may face issue and 

malactors could abuse 
privilege)

Framing disinfo as a 
jouro safety issue 

could be helpful for 
systemic risk 

mitigation in DSA 
context (and 

beyond)

Build into 
mechanisms of 

existing legislation 
for attention to SoJ 
from platforms, like 

Appeals Center 
Europe

Avoid expressions
that trigger 
unwelcome 

reactions (e.g. 
privilege- but legal

concept already

Establish admin 
agreements between 

relevant regulatory bodies 
outside EU to the Digital 

Service Coordinators 
and/or European Board of 
Digital Services to promote 

SoJ 

Interlinked with 
questions of funding
and resources - who

can ensure 
enforcement 

(example: trusted 
flaggers)

Building International Consensus
  •  Lead initiatives within 

international bodies like UNESCO
and the UN

  •  Support creation of 
international standards for 

platform responsibility
  •  Fund research on cross- 

border threats

Addressing Cross- Border Challenges
International Coordination Mechanisms

  •  "coalition of the willing" for common approaches 
to platform engagement

  •  Develop model legislation that can be adapted 
across jurisdictions

  •  Example: The Freedom Online Coalition has 
enabled coordinated diplomatic pressure on platforms

  Data Sharing Arrangements
  •  Create secure information- sharing protocols 

between national regulators for platform compliance
  •  Establish joint research initiatives analyzing cross- 

border threats to journalists
  •  Example: Europol's Internet Referral Unit model 

for coordinated response to online threats

Technical Standards Development
  •  Fund and participate in 

international standards bodies 
developing safety protocols

  •  Support open- source safety tools 
that can be deployed regardless of 

platform cooperation
  •  Example: The IEEE's Global Initiative 
on Ethics of Autonomous and Intelligent 
Systems has influenced platform design

Harmonization Efforts
  •  Common definitions

  •  Standardized reporting mechanism
  •  Mutual recognition of protective 

orders issued in other OSCE states
  Resource Sharing

  •  Regional forensic capabilities
  •  Shared technical tools for tracking 

cross- border harassment campaigns
  •  Pooled expertise for complex cases

Scaling Practices Across the OSCE Region:
  Regional Coordination Mechanisms

  •  OSCE- wide rapid response network for cross- 
border harassment cases

  •  Joint investigation teams for cases involving 
multiple jurisdictions

  •  Standardized evidence sharing protocols between
member states

  Capacity Building Programs
  •  Regional training programs for judiciary and law 

enforcement
  •  Exchange programs allowing officials to learn 

from best- practice countries
  •  Development of model legislation adaptable 

across different legal systems

Public Procurement Power
  •  Use government advertising and service 

contracts as leverage for improved safety practices
  •  Develop preferential procurement policies for 

platforms with strong safety records
Example: Canada's media support program includes 

platform responsibility requirements

Co- Regulatory Frameworks
  •  Develop frameworks where industry creates 
detailed standards based on broader government 

principles
  •  Build in accountability measures like mandatory 

transparency reporting and independent audits
  •  Example: Australia's Safety by Design initiative 
provides guidance while allowing platforms to adapt 

solutions to their specific contexts
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